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Fermilab’s Role:

• a CMS collaborating institution

• host lab for detector construction

• host lab for US CMS Research Program (RP) 
management (SWC and M&O)

• location of the US Tier1 computing center for 
CMS
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Some Basic Questions:
• US HEP in LHC era

– What’s the landscape? Other experiments, 
projects. 

• How do we want to function?
– Mode of participation in an LHC experiment

• How do we transition between RunII and 
LHC?
– Importance of successful completion of RunII
– Need to start on LHC
– How do we do both, well ?
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Wish List:

Would like:
• us to play a significant role in the analysis phase 

of LHC, not only detector building etc.

• successful completion of RunII with timely ramp-
up of CMS analysis and commissioning efforts

• preserve community
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Brief History
• Part of Dan Green’s “not just detector building” vision. 

Secured a place within the RP

• FNAL LRP – ambitious vision for Lab’s role in LHC Physics 
(John Womersly et. al.)

• Discussions ~1 year ago with Dan Green, John Womersly, 
Mike Witherell

• Agreed that it would be good to try…

Invited a few University colleagues to think about it, in 
the dead of winter…
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Discussion on Feb 12th

• Darin Acosta (Florida)
• Claudio Campagneri (UCSB)
• John Conway (Rutgers)
• Sridhara Dasu (Wisconsin)
• Regina Demina (Rochester)
• Greg Landsberg (Brown)
• Christoph Paus (MIT)
• Chris Tully (Princeton)
• John Womersley (FNAL)

• Lothar Bauerdick 
(FNAL)

• Bob Cousins (UCLA)
• Dan Green (FNAL)
• Sarah Eno (Maryland)
• Avi Yagil (FNAL)

• Semi-random group
• Interested in LHC Physics

• Most on CDF or D0
• CMS collaborators

ing Adviso
ry Board

Since Added:
• Max Chertok (Davis)
• Cecilia Gerber (UIC)

Stand
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A few slides from that mtg…
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Why worry now?   “Day-One”

• Commissioning
– Complex detectors, environment
– Took CDF ~18 months (just for RunII startup!!)
– Period to build credibility for future physics results

• Partially instrumented detector (?)
– No pixels Very different tracking strategy and 

capabilities. Study now!
– Tracking always slower to mature, big impact

• New Energy regime
– Some (possibly exciting) physics is accessible with 

calorimetry only. Need to work on it now.
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Need to have for Physics:
• Detector description (Geometry, Simulation)
• Calibrations, Alignment, dead/hot ch., etc.
• Basic reconstruction code (Clustering, Tracking, 

stub finding, Jet finding, Met)
• High level objects (Vertexing, Electron, Muon, 

Tau…)
• Physics tools (conversion, cosmic, b-tagging, jet 

corrections, etc.)
• Trigger information, emulation
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The Opportunity
Many currently travel to FNAL to work at the Tevatron.  

Can use this natural (but temporary!) “clustering” to 
build something in advance of day 1.

This will allow us to be in position to:
• Exploit opportunity for getting to first physics 

results at day 1.

• Real participation in the commissioning and the 
physics, not just the building of hardware and low-
level computing infrastructure.
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Why do we cluster?
• Detector location
• Operations: Shifts, Data validation, Maintenance

• Computing: Data reconstruction, Storage, Simulation
• Critical mass for complex analyses
• Experts (mainly tracking, calor, calib, sim...)
• Presentations & Meetings
• New students & post-docs education
• Gossip and other “social” activities

In the end, our common goal is Physics output.
Can “remote clustering” be successful?
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Remote Clustering

• Natural for us to build a user community here at 
FNAL, especially on the “short” time scale 
(2004/2005/2006)

• Leveraging the CDF/D0 communities and Tevatron 
know-how

• If successful, will survive into the LHC era and 
enable us to function as a community
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Agreed on a “Plan”

• Establish the LHC Physics Center (LPC), so that we 
can:

– Build local low-level software expertise and 
infrastructure

– Learn: what’s available (in CMS)? How good is it? What 
should we concentrate on?

– Enable University participation by leveraging initial lab 
effort

– Invite and encourage sharing of CDF/D0 collaborations 
efforts (specifically of post-docs and students)

– Establish skeleton local algorithm groups
– Participate in CMS activities as a community

Sent a letter to Mike, requesting Lab support
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Some General LPC Resources
http://www.uscms.org/LPC/LPC.htm
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LPC Working Groups
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Workshops

Jan 2004: Jet/Met

Apr 2004: Muon

Aug 2004: tracking

Sep 2004: CMS101 course at FNAL

Sep 2004: Tev4LHC

Nov 2004: e/gamma 

Nov 2004: CMS101 course at FNAL 

Next Week
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University Involvement

edm/tools: Northwestern, Nebraska

e/gamma: Brown, Northwestern, Minnesota, Florida State, 
Yale

Muon: Carnegie Mellon, Northeastern, Northwestern

jet/met: Rochester, Maryland, Rutgers, Florida

Trigger: Wisconsin, Florida, Northwestern

Simulation: Notre Dame, UIC, Kansas, Maryland

Tracking: Nebraska, UC Davis, Rochester
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Summer activities

• Build experts/community by forming working groups in 
each area of particle ID.

• Within working groups, study the current code and 
understand the strengths/limitations of current CMS 
software.

• Encourage US CMS to send people to LPC to interact with 
the working groups.  Make *all* of US CMS feel ownership 
of the LPC.

• Plan 11th floor layout and seating; Purchase and construct 
11th floor

• build computing environment and support system
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11th Floor
(Kaori Mashima)

Advisory Council Review  Oct. 22, 2004 “LPC facilities” Kaori Maeshima 1

1111thth Floor General Factionality PlanFloor General Factionality Plan

meeting rooms

RCR

Open 
Area

Conf. 
room

Copiers,
Printers
& Storage

Printers, Fax,
copiers, mail boxes

visitors
area
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Example, UAF (Hans Wenzel)
• Commissioned a facility for analyzing CMS physics data

– Large simulated data samples to be analyzed for physics TDR
– Emerging user base at Fermilab – LHC Physics Center (LPC). 

Massive Data Serving + Analysis Disk Space for Users 
– R&D work on system architectures and software components
– Developing the CMS analysis environment end-to-end

• Provide production team, 
physics groups and 
individual physicists 
seamless and 
high-throughput access 
to CMS data
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Example, Jet/Met
(Robert Harris & Marek Zielinski)

Ongoing Efforts II - HCAL/Test Beam

TB2002-TB2004 analysis -- data taking finished this Monday
Extraction of key parameters for detector simulation and event reconstruction

Pulse shape, pulse timing, electronics noise, ADC-to-GeV, etc. 
Checking detector effects 

Gaps, uniformity, abnormally large signal, etc.
Development of algorithms for calibration, monitoring and data validation 
Test of GEANT4 physics 

e/π, resolution, longitudinal & transverse shower profiles
3--300 GeV beams, with particle-ID (p, K, π, e) below 9 GeV

Physics benchmark studies starting – Goals: 
Identify issues in reconstruction and triggering, develop/improve algorithms 
Provide experience of physics analysis to young members 

Software development and maintenance 
JetMET RootMaker (J. Damgov) 
HF Shower library (T. Yetkin) 
HCAL database 
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Example, Tracking
(Sasha Khanov & Kevin Burkett)
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1st Adv. Board Review

• Letter can be found in: 
http://mit.fnal.gov/~paus/lpc/

Some carefully chosen quotes:
• “The board was unanimously impressed by the amount of progress 

that has been made in the first half year since the foundation of the 
LPC. “

• “Our initial concerns about the success of such a center have been 
carefully addressed by you and the other LPC members. “

• “We are quite encouraged by the excellent support for the 
foundation of the center from all involved parties, and especially 
from FNAL.”

Please take a look…

http://mit.fnal.gov/~paus/lpc/
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Main Current Commitments

• Contribute to CMS Computing Model and Data 
Management definitions

• Leading, organizing and hosting a comprehensive 
CMS software re-engineering effort
– As a part of this, define the CMS analysis data 

structure

• Jet/Met code development & maintenance

• Develop a new, Si-only tracking algorithm
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Status & Summary
Benefit from:
• CDF/D0/CMS sharing of RA’s
• PPD/CD/Tier1/RP cooperation

• 11th Floor nearing completion (Kaori Maeshima)
Expected move – Mid Dec

• Strong interest and participation from University 
community

• Well integrated into CMS collaboration

under discussion: Joint LHC/CMS “control” room in hi-rise
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Tevatron -> LHC Transition
• The big concern (e.g. HEPAP meetings): 

How to manage the transition gracefully

• Tension:
– Exploit RunII data (have only ~10% of expected RunII data sample!!)
– Move to LHC in order to establish bona fides prior to first data

• Given the schedules, uncertainties – tough decision!

• The LPC is a planned attempt to allow for a smoother, US 
based, and cost effective multiplexing of physicists so that 
they can work simultaneously on CDF/D0 and LHC.
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